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| Model Compression

Bridges the Gap between the Supply and Demand of Computation

MT-NLG
1000 530B
O Model Size GPU Memory GPT-3
Specialized hardware
Is Important but not
—~ 100 enough.
O
bE Model compression
@ 10 a100 | bridges the gap.
= 80GB
I~ V100 MegatronLM
Q- TPUv2 8.3B
— 16GB
()
N 1
)
[
(@)
O
p=
0.1
GPT
0.11B
Transformer
0.05B
0.01 ' ' '
2017 2018 2020 2021 2022


https://efficientml.ai

| Model Compression
Bridges the Gap between the Supply and Demand of Computation

Al Application
(demand of computation)

Fine-Grained Post-Training E

Pruning S  Quantization d  Distilation [

" Hardware-aware

New Primitive NAS E
CoarseGrained / Quantization-Aware Augmentation

4 Structured Pruning il Training : = 5

Al Hardware

(supply of computation)



https://efficientml.ai

Model Compression

Applications

please briefly explain large language model
in one sentence.

A large language model is a type of artificial
intelligence that can process and generate

-

human-like language, based on vast

amounts of data it has been trained on.
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Same Principle, Diverse Applications
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Efficient Large Language Models

Reducing LLM Serving Cost and Accelerating Inference

|

ChatGPT is at
capacity right now

Get notified when we're back

Write a rap about the status of ChatGPT.

Yeah, yo, what's up ChatGPT fam

A lot of people trying to jam

But don't worry, we got your back

Just check back soon, we'll get on track

ChatGPT's the place to be

For all your Al chat needs

We're working hard to keep up the pace
So hold tight, we'll be back in this space

So don't you worry, don't be mad

We're working hard, it's not so bad

Just give us time, we'll be back
ChatGPT, the future of chat, that's a fact.

The LLM serving costs are extremely high

Your Account

Free Plan ChatGPT Plus USD $20/mo
Upgrade plan

() Available when demand is low

Due to high demand, we've
temporarily paused upgrades.

Priority access to new features

@ Standard response speed

() Regular model updates


https://efficientml.ai

| Quantization cut the model size by half, but...

Existing Quantization Method is Slow or Inaccurate

Accuracy

75%
= N*-"r'w—b‘
067 O T 400
1 T - = FP16 / LLM.int8() fé? 300
+ WB8AS =
8% v ZeroQuant g 200
309 Py ® SmoothQuant-O3 < o
30% Bmemmmm o m o O
1.3B 2.7B 6.7B 13B 30B 66B 175B
Model Size

FP16 [ LLM.int8() M SmoothQuant
371

190

84

128

153

237

256

296

OPT-13B sequence length

512

- Systematic outliers emerge in activations when we scale up LLMs beyond 6.7B. Traditional CNN

guantization methods will destroy the accuracy.

- The accuracy-preserving baseline, LLM.Int8() uses FP16 to represent outliers, which needs runtime
outlier detection, scattering and gathering. It is slower than FP16 inference.

LLM.int8(): 8-bit Matrix Multiplication for Transformers at Scale (Dettmers et al., 2022)
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SmoothQuant

Lots of outliers; Migrate Quantization Difficulty from Activations to Weights

outlier IX| |'W |
wn 10 \. 0.1 - —
3] . . .

- - M te th tizat
3 low effective bits e edifﬁfﬁg‘N
- ~ Smooth
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- . < 10 | 8
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smoothed X g/\ y W <, i w0 | M
» 1 &» 1 ’ ] 1000
?>') " 1000 2000 100 & 2000 2000

| Q0
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S Activation (Original) Activation (SmoothQuant) Weight (Original) Weight (SmoothQuant)
?y 0 0 Hard to quantize Easy to quantize Very easy to quantize Harder but still easy to quantize
easy to quantize easy to quantize

(b) SmoothQuant

- Since matrix multiplication, A*B=C, is linear, we can shift information in A or B around. As such, we can balance the
guantization difficulty across A and B.

- SiInce weights are easy to quantize while activations are not, SmoothQuant smooths the activation outliers by
migrating the quantization difficulty from activations to weights with a mathematically equivalent transformation.

SmoothQuant: Accurate and Efficient Post-Training Quantization for Large Language Models (Xiao et al., 2022)
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| SmoothQuant

Training-free, Offline Activation Smoothing

\%Y% \%Y%
~ 2 1 -2 ~ 2 1 -2
1z 6 « 1 -1 -1 SmoothQuant: L4 e 2, 4 -4 -4
2 8 -1 -9 5 1 o > 2|2 |-1)|-3 5 1 9
1 1 1 3 -3 3

- Since matrix multiplication, A*B=C, Is linear, we can shift information in A or B around.

- SmoothQuant smooths the activation outliers by migrating the quantization difficulty
from activations to weights with a mathematically equivalent transformation.

SmoothQuant: Accurate and Efficient Post-Training Quantization for Large Language Models (Xiao et al., 2022)
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| SmoothQuant

Training-free, Offline Activation Smoothing

1.Calibration Stage (Offline):

Abs Max

O —— max | X|: 2 16 2 9
2 1 2|i2: LR E

1 =16 2 6| | iy

v ° 6*1-1-1 1 max [W|: 2 1 2 1
({2 8 -1 9| | . . i, oy
: 2 1 2|i2¢ vy oo
2016 2 9 |1 1 11 - 1]4]1s

max | X | \\Y max | W | S=\/maX\X\/maX|W\
(a =0.5)

_ a l—a : _
s; = max (| X;[)*/max(|W;[)"™ j=1.2,...,C

l

a:. Migration Strength

SmoothQuant: Accurate and Efficient Post-Training Quantization for Large Language Models (Xiao et al., 2022)
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| SmoothQuant

Training-free, Offline Activation Smoothing

multiply the input channel

2. Smoothing Stage (Offline): of the following weight by s
% = X diae(s)” 2 1 2| i1 |2 1 -2
_ = A alagis SR

E KRN 1 1 -1 4 |4 -4 -4
_28_1_9:1-422 212)(; 5=2 5

- 2 2 -1 -3 doe) b 11

S 1 4 1 3 divide the output channel 11! 3 3 3 3
Lo ' of the previous layer by s \VY S W = diag(s)W

_ a l—a ; _
s; = max(| X;[)*/max(|W;[)™% j=1.2,...,C

l

A

Y = (Xdiag(s)™") - (diag(s)W) = XW

a:. Migration Strength

SmoothQuant: Accurate and Efficient Post-Training Quantization for Large Language Models (Xiao et al., 2022)
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| SmoothQuant

Training-free, Offline Activation Smoothing

3. Inference (deployed model):

X 2 1 -2
1 -4 2 2 4 -4 -4
2|2 |-1]-3 2 -1 -2
At runtime, the activations are smooth -3 -3 | 3
and easy to quantize n
\%Y%
Y = XW

SmoothQuant: Accurate and Efficient Post-Training Quantization for Large Language Models (Xiao et al., 2022)
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| SmoothQuant

SmoothQuant is Accurate and Efficient

(i 3E m s s s
FP16 (8 GPUs) B SmoothQuant (4 GPUs)
900 248 400 260 377 378 389

Method OPT-175B BLOOM-176B GLM-130B*
FP16 71.6% 68.2% 73.8% e “
WSAS 32.3% 64.2% 26.9% R "
ZeroQuant 31.7% 67.4% 26.7% £ - O 200
LLM.int8 () 71.4% 68.0% 73.8% 5 . 2 40 || ez | 1s | i
Outlier Suppression 31.7% 54.1% 63.5% g %E»
SmoothQuant-O1  71.2% 68.3% 73.7% 25 | s 100
SmoothQuant-O2 71.1% 68.4% 72.5% 12
SmoothQuant-03  71.1% 67.4% 72.8% I

’ 128 | 256 | 512 | 1024 | ° 128 | 256 | 512 | 1024 |

OPT-175B

e SmoothQuant well maintains the accuracy without finetuning.

e SmoothQuant can both accelerate inference and halve the memory footprint.

SmoothQuant: Accurate and Efficient Post-Training Quantization for Large Language Models (Xiao et al., 2022)
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| SmoothQuant

Enabling Serving the MT-NLG 530B Model within a Single Node

LAMBADA HellaSwag PIQA WinoGrande Average

MT-NLG 530B Accuracy FP16  76.6% 62.1% 81.0%  729%  73.1%
INT8  77.2% 60.4% 80.7%  741%  73.1%

Seqlen  Prec.  #GPUs  Latency Memory

o 512 FP16 838ms  1068GB

MT-NLG 530B Efficiency INTS (8 839ms 545GB
1024 FP16 16 1707ms 1095GB

INTS 8 1689ms  570GB

SmoothQuant can accurately quantize MT-NLG 530B model and reduce the serving GPU
numbers by half at a similar latency, which allows serving the 530B model within a single node.

SmoothQuant: Accurate and Efficient Post-Training Quantization for Large Language Models (Xiao et al., 2022)
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] SmoothQuant .

Advancing new efficient open model LLaMA st &

S int8 I

- LLaMA (and its successors like Alpaca) are popular fple -
open-source LLMs, which introduced SwishGLU, making activation quantization even harder

- SmoothQuant can losslessly quantize LLaMA families, further lowering the hardware barrier

PIQAT LLaMA 7B LLaMA 13B LLaMA 30B LLaMA 65B
FP16 78.24% 79.05% 80.96% 81.72%
SmoothQuant 78.24% 78.84% 80.74% 81.50%
Wikitext! LLaMA 7B LLaMA 13B LLaMA 30B LLaMA 65B
FP16 11.51 10.05 7.53 6.17
SmoothQuant 11.69 10.31 7.71 6.68

WB8AS per token
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| SmoothQuant

Going smaller: W4A4 (FP4)

- Can we further push the frontier?

SmoothQuant
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- We evaluate the W4A4 quantization for future-generation of hardware

- Setting: FP4 data type with a block size of 64
. ppl degrade > 0.5,

wikitext2 llama-7b
fp16 9.49
w4ad4-m1e2-g64 10.2676

opt-6.7b
fp16

w4a4-m1e2-g64
w4a4-m1e2-g64

15.12
16.2289
15.5899

w4a4-m192-g64 10.1437

llama-30b llama-65b
6.91 4.96
8.1453 5.4746
7.0089 5.4336

opt-13b opt-30b

14.13 13.09
14.7355 13.6172
14.5469 13.3931

VS-Quant +
Smoothﬂuan}

fp4l

. ppl degrade < 0.5. SmoothQuant helps most of the time.
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SpAtten: Transformer with Sparse Attention

Token Pruning: not every token are created equal e oviaseio

attention probability = OIS
distribution (sums to 1)* — SE .
1 [ o
bot . :
the - : : . 0.25
As a visual treat, the film is almost perfect. video = =
game: I o 020 | £
11 Tokens 3 Heads s = 2
Query a- | : 0 [
: . & | e | E
BERT Layer 1 (100% Computation & Memory Access) Sum each Column mMore .. — 2
and accumulate to  fun 4 L -0 [ O
previous than - Vo <
. cumulative token  the | . L it
As treat, film perfect . importance scores g Lo |
to get current N : .

6 Tokens 5 Heads importance scores -
Layer 2 (34%) ?:Té?%éﬁ%@ifﬁf—ém__%'_'__é@:@f@f'fé'tﬁ!?é]fﬁé@fﬁéﬁé@f:%?f;_'r'éé_gﬁ'_ef:éf@ﬁééfé@:@

---------------------------------------------------------------------------------------------------------

£751m perfect : : v é v Heawlyattenldsto
f 2 5 2 -
2 Tokens { 4 Heads 2% 238 5L generats
v o N = L 7 l ”
Layer3(9%) %wm§%§c2§§§ §§§§ >“papers
3 L Ty 1.00
" [ | ] [ ] ] ] g 0.75
Sentiment Classification: Positive 3 g u 050
©
_I12 0.25

Remove redundant token and head according to cumulative importance
Cumulative importance scores in GPT-2. Unimportant tokens are

pruned on the fly. Important tokens are heavily attended.
SpAtten: Efficient Sparse Attention Architecture with Cascade Token and Head Pruning [HPCA’21]
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| SpAtten: Transformer with Sparse Attention

Progressive Quantization: high confident attention requires low bit width

Compute attention probs;

Fetch MSB ONLY,
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Progressive Quantization: only use MSB when attention confidence is high

Need LSB?
(Is prob distribution
flat?)

Concat MSB with LSB;
Recompute attention probs;

[7,2,6,4,9,1, 3, 5]

...
| If the attention probabilities are If thé..attention probabilities are
evenly distributed, quantization dominated by a few tokens,
" error is large, more bits are required. quantizatjon error is small,
fewer bits*are required.
. -
v o9 4 & P o5 T G o T 0 9 4 B3 e 5 Q™ B
g 2 i T 3 2 % @ 224 ESCTI )
> o % z © = .
° e QRG] > %
Pl e =
® = <,
([ J = ®
.~ ° o ®
... ° )
"""""" . 4 e *eo ¢ ° o
...~.. Y ( ] o o0 °
mre ~~.0 § \e ° o @ ° °
o 0,070, v'i‘.“ o § O o'e’
o ™ .....o‘."q ._; oo ¢ .
o & o ...‘..50 "¢~~~ '.0~ % * °
% 2elo, o ° o g kg W Q° °
® Te oo .3 0. Wl ot o o © ©
® o4 ".o" () ‘Q .o o [V o'“.'q. e '... o o :
Pe 857N f%a’se S A PG00 o
° ° s ° “....'&‘a “' - _.., Sy [} ]
° “0d% o‘ [ 4 :
: ® ° 2
The larger the max attention prob, the smaller the mean errdr. *T e
0 0.25 0.5 0.75 1

Max Attention Probability

2

v Quick
, Compare g

-
-
-
-”
-
-
-
-

[7,2,6,4,9,1, 3, 5]

-
-
-
-
-
-
-
"
-
-
-
-
-
-
-
-

Quick
NN Select
\k_th_largq:st: 8 % 116 16 L

num‘_‘eg_k_th_ E
Iargest:\l‘ —
\ 4 Y v v “‘ —A— =
@ J @ J . select pivot
00C ose . ]

©60-) (OO~

FIFO L FIFO R

FIFO

NN NN

[7,0,6,0,9,0,0,0] W [0, 0, 0,0, 0::0, 0, 5]
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[7,6,9,5] }
Top-k Results

- ! —
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4 \ ;

li
e
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Specialized top-k engine to select important token and head

Speedup Over TITAN Xp GPU
10 (GPU Baseline)

“._ 22.1x speedup with specialized datapath (ASIC)

22-1
Sel
~
~
H ~
H ~
H ~
~
. ~
: ~
H s
-

with cascade token & head pruning

Bl a2
+token¥ Y+head ‘:'+top:E ................ ] . . .
pruning: - pruning B 2.8% Speedup with progressive quantization

. V..o .
+progressive quantization: 1.7x |

. v .
+static quantization: 1.6x

0 60 120 180 240

SpAtten: Efficient Sparse Attention Architecture with Cascade Token and Head Pruning [HPCA’21]
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| Lite Transformer _—

Local Convolution + Global Attention Embedding

- Long-Short Range Attention (LSRA):
- Convolution: Efficiently extract the local (short-range) features.

NHTd

Local
- Attention: Tailored for global (long-range) feature extraction. Extractor
Original Attention Attention in LSRA
(Too much emphasize on (Dedicated for global
ocal feature extraction) feature extraction)
) N n
O S s O 3 H S D N
=E S =ES5 5
5E 23 S5£E2 3 160 43
T2 E SEeEL D
2255 AL LA AR
|t 0.30 |t' .- 0.30 g
requires | requires- . =) 18.2%
enormous i enormous- = Q £‘6 39;6
amount 0.20 amount H = 0.20 » 80 \1 692 39
of - of 1 - D ;
resources- 015 resources- 0.15 i
to- to >
achieve 40 achieve 0410 173 _ 1
high- high- i el . 0T o
scores- bz SCores: ki 0 — 35
“ = | === == S . = Transformer Lite Transformer +Quant (8 bits) +Quant (8 bits)

(Ours) +Pruning

Lite Transformer with Long-Short Range Attention [ICLR 2020]
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| Same Principle, Diverse Applications
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| Compressing and Accelerating Diffusion Models

Prompt: A fantasy landscape, trending on artstation.

Qurs:
225GMACs (8.2x),
51.2ms (7.2X)

Stable Diffusion+SDEdit:
1855GMACs, 369ms

Efficient Spatially Sparse Inference for Conditional GANs and Diffusion Models, NeurlPS’22
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| Spatially Sparse Inference for Diffusion Models

Vanilla Model Wastes Many Computations to Re-synthesize the Entire Image

Original Activations Computed On-the-fly
Cached with Stable Diffusion

------------------------

Stable Diffusion:

Original 1855G MACs X40 Steps Reuse Feature Maps
o Stable Diffusion: — | _ == ours: 225G (8.2X Less) X40 Steps
1.7% Edited 1855G MACs X40 Steps Generated 1.7% Edited Generated
(a) SDEdit with Vanilla Stable Diffusion (b) SDEdit with Stable Diffusion using Spatially Sparse Inference (Ours)

- Only 1.7% region is edited, but vanilla model re-synthesizes the entire image.
- Feature maps remain mostly the same at unedited regions.

- Reuse cached activations to selectively update edited regions (8 X less computation).

Efficient Spatially Sparse Inference for Conditional GANs and Diffusion Models, NeurlPS’22
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| Spatially Sparse Inference for Diffusion Models

Efficiency Results of SIGE W DDIM B SIGE

40 16

Original 1.20% Edited

30 12
e 3.0x 0
~ >
> T
O 20 c 38
& [ 6.6«
= ©
© ]

10

1.96

0
Latency on NVIDIA RTX 3090 m Latency on Apple M1 Pro CPU

Efficient Spatially Sparse Inference for Conditional GANs and Diffusion Models, NeurlPS’22
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Spatially Sparse Inference for Diffusion Models

Qualitative Results of SIGE on Stable Diffusion

A photograph of a horse on a grassland. A fantasy beach landscape, trending on artstation.
E .
: @ O @ O
Original 11.6% Masked E 2 9% Edited
Stable Diffusion: Ours: +  Stable Diffusion+SDEdit: Ours:
1855GMACs 369ms 514G (3.6X) 95.0ms (3.9X) . 1855GMACs 369ms 353G (5.3X) 76.4ms (4.8X)
Image Inpainting Image Editing

Latency Measured on NVIDIA RTX 3090 m
Efficient Spatially Sparse Inference for Conditional GANs and Diﬁusionﬁodels, NeurlPS’22
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| Anycost GAN

Image Editing With GANs

- We can edit an image by projecting an input image into the latent space of a GAN model, and
then modify the latent code to generate a new image.

- Usually an interactive process, where users make frequent interactions.

- Problem: GAN model inference is slow; it usually requires a few seconds to get edited results,
which hinders interactive use cases

| | w* = argmin,, [(G(W), X)
Input Image

generative model latent space

W’ = Wopt+AW

Q)| ..
@Cl )@ slow synthesis

latent editing
projected image with user input

Anycost GANSs for Interactive Image Synthesis and Editing [CVPR 2021]
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Anycost GAN

Quick Preview By Runner A Smaller But Consistent Model
- Anycost GAN

- Run a low-cost model to generate a fast, interactive preview

- Run a full-cost model to generate the final, high-quality output (during idle time)
- Supports flexible resolutions and channel widths

Flexible resolutions

low-cost fast, interactive preview G’(w’)
G’ preview
W’ = Wopt+AW R ST
e T
®( D@ —— during editing

D=0
@C. )@\ S

Idle time
u Y,
latent editing | h/.h "
with user input full-cost SIOW; high-quality final G(w”)
G output

-

Anycost GANSs for Interactive Image Synthesis and Editing [CVP2021]
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| Anycost GAN

Tiered Pricing for Content Generation as a Service

- Good quality despite 5x computation reduction

o
“ ‘ L2

L

MACs: 100% 1.0x reduction
Compute Budget 1X 0.7x 0.5x 0.4x 0.2x
Tiered Pricing $0.01 $0.007 $0.005 $0.004 $0.02

The quality is still

Anycost GANs for Interactive Image Synthesis and Editing [CVPR 2021]
reasonably good
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Voxel-Based Models

3D ShapeNets [CVPR'15]
VoxNet [IROS’'15]
3D U-Net [MICCAI'16]

Voxel Resolution

128 x 128 x 128 resolution
83 GB (Titan XP x 7)
7% information loss

64 X 64 x 64 resolution
11 GB (Titan XP x 1)
42% Iinformation loss

GPU Memory (GB)

20 40 60 30 100

120

| PVCNN: Point-Voxel CNN

New primitive for handling spatial sparsity in point clouds

80

60

40

20

GPU memory consumption increases cubically

with the volumetric resolution

8. Point-Based Models

PointNet [CVPR’17]
PointCNN [NeurlPS’18]
DGCNN [SIGGRAPH'19]

B Computation [ Irregular Access Kernel Comp.
|

100

75

50

25

DGCNN PointCNN  SpiderCNN Ours

Point-based models suffer from random memory
accesses and dynamic kernel computation
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PVCNN: Point-Voxel CNN

PVCNN is 2.7-6.9x faster than SOTA while being more accurate

Voxel-Based Feature Aggregation (Coarse-Grained)
Comparisons with % Point-Based Models

" N\ N [ N )
Voxelize L 1 ) Convolve i Je ) Devoxelize Voxel-based branch conducts convolution over a
> >y g regular grid representation, which resolves the
L Jo ) X 0 ) Issue of random memory access.
T Normalize
. . 0000
r ) c \ Comparisons with ssess Voxel-Based Models
L P A >® 6o6oe
'Y ® ~ °
—_ S EEEEEEEER . . . . .. ... -:::ssscsaenssssssasaasaan Multl_Layer Perceptlon ........................................... >0 —_ POInt'based branch CaptureS hlgh_resolutlon
ot SRR e ° information efficiently, which resolves the
\_ J \_ J

. . . . Issue of large memory footprint.
Point-Based Feature Transformation (Fine-Grained) 9 y p

Real-Time Inference on Edge Devices Object Part Indoor Scene
Segmentation Semantic Segmentation

[ PointNet (83.7 mioU) [ Ours (85.2 mioU) 139.9

Objects per Second

v

2.7X measured speedup 6.9x measured speedup
%’ “Project of the Month” by NVIDIA Jetson Community 1.5x memory reduction 5.7x memory reduction

Jetson Nano Jetson TX2 Jetson NX Xavier Jetson AGX Xavier
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SPVNAS: 3D NAS for Sparse Point Clouds

Neural Architecture Search for Point Cloud and LiDAR Perception
@ Super Network Training

Fine-Grained Channel + Elastic Depth Welight Sharing
........ ........ 5 ........ £ 5 ........ ........ #Cout ~: £ & ;ﬁ e %:W ‘ : % - s trunk : . .
Stage |l | — Pl ' - : I' TR = I‘( : traffic sign -
: > > -> —>: : > c - : ; . T =— ' ¢ - -
(Depth: 3) l l (—) l \ d{ $) s 1 *‘% i ' i £ = > '%%‘“ trunk -
. SES Ht person & | - x 3 = S TWa
| B - F‘ e o — . ‘@i
........ :.,......,E s, :,.......E :.,......,E # , \ % et ;:‘ —
Stagell | | i [ | i i el = == g : 4 & i =
—> > [P > ' ' » S vl $
(Depth: 2, 3) [ ] m m = _ 5
— Uniform Sampling -"%

\

g A g E ::.-c;, 2 l,",

(Depth: 1, 2, 3) D GPU#1  GPU#N

Superior Efficiency-Accuracy Trade-Off
Q Evolutionary Architecture Search (Especially Under Constrained Scenarios)

. == MinkowskiNet — OUIS Difference from 2D NAS:
o VAL Q Keep - SPVConv instead of 2D
{arget ~

Arch. J. :
U 5 4 convolution as the
— 0 Y I Re- 652 building blocks;
& get:&ns /( ' 2.7x faster

D : :
sample 2 1 636 1., - Enlarging design space
cC 2 .
Super Network Candidate Network Latency Predictor 8 ‘/?4-.8 on .chz.innels ot |
p= shrinking search choices
........... | . P00 In kernel sizes.
U0 P 5 G o O o s
—" e D .............. ‘: :] ............ : + : > :] ............ ‘: 90 132 174 216 258 300
R - G R D S : S R S, : GPU Latency (ms)

\ \/ v \/ \
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SPVNAS accelerated by TorchSparse

TorchSparse brings about another 1.3x speedup to the efficient SPVNAS model

System-Algorithm Codesign

. . /
C Efficient 3D Sparse Inference

Network Engine
MinkowskiNet 7 SPVNAS (Ours) SPVNAS + TorchSparse (Ours)

:  Mean loU: 63.1 Throughput: 3.4 FPS
E (21.7M Params 114.0G FLOPs)

Mean loU: 63.6 Throughput: 9.1 FPS

E Mean loU: 63.6 Throughput: 12.1 FPS
(2.6M Params 15.0G FLOPs)

(2.6M Params 15.0G FLOPSs)

Measured on GTX1080Ti
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| TorchSparse: Efficient Point Cloud Library

Balancing computation regularity and computation overhead

Reduced computation overhead

W.11 [W-10 W11 | Wo,-1 | Woo | Wo1 |W1-1| Wipo | W11 W.14 | W0 W1 Wo-1| Woo | Wo1 [Wi1-1| W1o | Wi 1 ‘W-1,-1 W10 W-1,1;Wo,-1 Wo,0 | Wo,1 !W1,-1 Wi | Wi 1
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out 5 a - In i in N i out i i . ini _in i . _in b - _in
: J s s i ' =

|

|

| Thread
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=

X3 )

3

A2 z z ENEEons | X3 | z ) X ; X Xy L Xy

outi in i in i _in | N ) out: _in: .in | .in : . In | a .
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[
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redundant computation=36 redundant computation=36 redundant computation=15

Implicit GEMM without zero-skipping Zero-skipping Implicit GEMM (weight split=1) Zero-skipping Implicit GEMM (weight split=3)
C————————————————————————— B e tter cOMputation regularity

A A A

Data Driven Auto-tuning based on profiling feedback

- Automatically determine the best tradeoff between control flow and computation overhead,;
- Mixed dataflow configurations for different layers and forward/backward computation.
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| PointAcc: Point Cloud Accelerator

One hardware architecture, diverse neural architectures

- The sparsity of point clouds leads to two bottlenecks: Diverse Mapping Ops in One Versatile Architecture

- Diverse mapping Operations fOr Seal’Ching the iHDUta (a) Farthest Point Sampling (b) K Nearest Neighbor / Ball Query

OUtpUt, Welght MAaps (e.g., k-Nearest Neighbor, Ball Query, Kernel Mapping) Input Distances to Input
Point Cloud Output Point Cloud Point Cloud o
- Data movement overhead from gather and scatter of e ol L i @ISE_, TopK |18 :
the sparse features St —~ oo v | (2=
_ _ _ _ Point Cloud |* Point Cloud
- PointAcc maps diverse mapping ops Iinto sort-based () Kernel Mapping
computation with one versatile hardware architecture. | m |
, i S Shifted Input ga
- PointAcc reduces off-chip memory access and minimize QUANTIZE | |__Pontcloud 7| MergesSort NEX
the overhead of gather and scatter by flexible caching Outo 1 == ==
Point Cloud [

and layer fusion.

B over NVIDIA RTX 2080Ti

With Layer Fusion I over Intel Xeon Skylake + TPU V3

Without Layer Fusion

FC
201 .. |pn | o

DRAM access per point
[ ] read [ write

=

without with
layer fusion layer fusion

FC
201 |pn | o] -

over Intel Xeon Gold 6130

27

Speedup

127 11@7

82
37

269
31

8d06 1024

7994
71

Normalized Speedup .

PointAcc: Efficient Point Cloud Accelerator [MICRO-54, 2021]
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BEVFusion: Dense (Camera) + Sparse (LIDAR)

Accelerate LSS by 40x with Interval Reduction and Pre-computation

Task-Specific Heads

Dense j Camera Feat. |
(in BEV)

—__#_—

-> ->£Z-> P ——

|

Camera Camera Camera-to-BEV -
Encoder Features View Transform BEV Map Segmentation
/1
-> ->
)
Sparse f BEV Fused BEV
3 Encoder Features
1> > | >
M
. LIiDAR LIDAR Flatten LIDAR Feat.
LIDAR Point Cloud Encoder Features (along z-axis) (in BEV)

® Depth ™ Grid Association M Feat. Aggregation - Ranked first on nuScenes 3D object detection (2022/6).

- Ranked first on nuScenes 3D object tracking (2022/7).

A/l‘* Interval Reduction: 22.1X E} - Ranked first on Waymo 3D object detection (2022/11).
§“™ Precomputation: 1.9x - Ranked first on Argoverse 3D object detection (2023/4).
0 20 40 +—Ilog scale —> 500ms

BEVFusion: Multi-Task Multi-Sensor Fusion with Unified Bird's-Eye View Representation [I[CRA 2023]
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BEVFusion: Multi-Task Multi-Sensor Fusion

BEVFusion takes multi-modal sensory inputs and supports multiple 3D perception tasks.

Multi-View Camera LiDAR

- 3.
.
. th |
oo ol "l
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: : T _u ~ ==
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https://youtu.be/uCAka90si9E
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l PhD Student — Zhijian Liu

Research Interest: Efficient Algorithms and Systems for Deep Learning
Graduating in Fall’23

Representative Work
- " d ‘— e Algorithms:
v e PVCNN (NeurlPS'19 Spotlight)
o e SPVNAS (ECCV'20, TPAMI'21)
e FlatFormer (CVPR’23)
e Systems:
e TorchSparse (MLSys'22)
e Applications:
e BEVFusion (ICRA23)

Zhijlan Liu
Zhijian@mit.edu Selected Honors
https://zhijlanliu.com e Qualcomm Innovation Fellowship
W @zhijianliu96 e NVIDIA Graduate Fellowship

e MIT Ho-Ching and Han-Ching Fund Award
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| Same Principle, Diverse Applications

Applications

Techniques

New Primitive

Hardware-aware Pruning & Quantization Distillation
NAS Sparsity

ATN 0000 o006
Q ﬂ oggo—» 00



| Background: The Era of AloT on Microcontrollers

Smart Retail Personalized Healthcare Smart Home Precision Agriculture

- Problem: restricted memory size

Cloud Al Mobile Al Tiny Al

Memory (Activation) 32GB 4GB 320kB

Storage (Weights) ~TB/PB 256GB 1MB
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A MCUNetV2 € MCUNet
M U N et # MbDbV2+TF-Lite ~ Proxyless+TF-Lite
94 _
62

256kB

Deploy Al on MCUs that has only 256KB SRAM <
2 constraint
S 50 4..92%..8.9}31_.1?1' :on MCU
= 30kB .
< 88
86
" Flash < 1IMB !
20 88 156 224 292 360

Measured Peak SRAM (kB)
b4

13 wﬂi‘

L.A “'l"‘

= % ~'\": o=

S % t '! 4.&'.;;" )
iy SR

'

Face/mask detection Person detection

The camera is OpenMV Cam.
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| Inference Is Good. Can We Learn on Edge?

Al systems need to continually adapt to new data collected from the sensors

Not only inference, but also training

'l' ||||

On-device Learning

New and Sensitive
Data

User

Cloud-based Learning

X—
data cannot be sent to the ¥
cloud for privacy reason

Intelligent Edge Devices Cloud Server

-On-device learning: better privacy, lower cost, customization, life-long learning

- Training Is more expensive than inference, hard to fit edge hardware (limited memory)

The camera is OpenMV Cam.
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Sparse Training

Only update important layers and sub-tensors to save memory

A Accuracy

Sensitivity analysis

14% N 1 10%
CNN model (MobileNetV2) S Comad il \8 Updated S0
50 (_ Depthwise Conv2d, ) Frozen 0%
{
“ N\ Conv2d, Ix1 /O- -5%
3
i ) -10%
0 5 10 15 200 25 30 35 40 MobileNerv2

Layer Index

- Later layers are more important

- The first point-wise conv in each block contributes more

Detailed Update Scheme for MobileNetV2 75

The activation cost is high for the early 460
layers; 530
The weight cost is high for the later layers; 3
The overall memory cost is low for the 1
middle layers. El%

Bias-only update
Update weights for the middle layers

(a) per-layer memory usage

!

\

Transformers (B = "
N

12

/‘ i«'A vv‘ "' ”

W ik

- Middle layers are more important
- Attention and first FFN layers contribute more.

10

30

40

Layer Index

50

60

70

/" FFN Linear 2 \a

< Embedding >

BERT

“*-.._ <+ high activation memory

(b) sparse update scheme

activation B weight

sparse layer update (|

high weight memory — .-~

ost) sparse tensor update (h

On-Device Training Under 256KB Memory [Lin et al., NeurlPS 2022]

e | ‘l \’I 1 w
1/8 = % L \l))v
]
(high activation ) not update bias/forward only <[+ update bias (low :
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
Layer Index
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| Low-Precision Training
with Quantization Aware Scaling (QAS)

- Optimizing an INT8 quantized graph leads to memory - Solution: quantization-aware scaling (QAS)
and computing savings ['%;] (Wise) quantize ['1%;’/127] G G
. : . . — Swr° S A Svi7 * , o Svir e
- All weights and activations are in INT8 4 W wo e Wo = 7W =W
- Different from quantization-aware training (QAT), weight and gradient ratios are off by S‘;}
where operations are performed in FP16 ~ —2
P P [Woll/IGw, Il = IWsyll/lls,, - Gyll = sy - WG]
- ... But at the cost of worse convergence Thus, we need to re-scale the gradients Gy, = Gy - S
- We found the issue lie lies in gradient scale mismatch . 6 .
Improve QAS improves the val
S |EXJ converdgenc 5 performance.
QAS aligns the W/G ratio < -
35 5} o ® w/o QAS
© ? 4 ©® w/ QAS
25 o —
O ] 3
O < -
L= n
= & 5
5 —
|\/\/\—V\/\/\/\/\/\/\A¥/\/\/\—\/ ! 1
5 FP32 INT8 INT8 INT8 INTSQAS 0 10 20 30 40 50
— fp32 — int8 int8+QAS SGD SGD LARS Adam (ours)
WOrse ~. > 4 Extra
convergence memory (3x)

On-Device Training Under 256KB Memory [Lin et al., NeurlPS 2022]
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| Tiny Training Engine
Translate the theoretical saving into measured savings. Runtime => Compile time

6\5 1101 _

- Compile-Time

Python Defined Backward Graph Tune Schedules : Runtime
Compile-time Opt.
Traced CodeGen Executable
Static Graph Binaries for Training

Autolef
TensorFlow PyTorch JAX BMNN [ TTE (full-bp) [ TTE (sparse-bp)

Forward Graph

240
180
120

Q
QO
L
av;
=
s
)

MCUNet MbV2  ResNet-:50  BERT _ DisGlBERT

o6Xx speedup compared to TensorFlow on Jetson Nano
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-_—

(L2~ NVIDIA.

B PyTorch B TTE (Dense) M TTE (Sparse)

TTE On-Device Learning of Wave2Vec

n
S
>
O
C
g
©
1
bs=1 bs=4
)
=
— O
S S,
- <
)
=
bs=4
~ Wav2Vec2.0 Word Error Rate on TIMIT
S
c>f Full update 33.9
©
. 8 Classifier-only update 98.7
/'A &)
/ < Sparse Update (last two 333
Encoder + FC) '

Device: Jetson Nano; Backend:Tiny Training Engine; Task: Speech Recognition



| Model Compression for Diverse Applications

Video Synthesis Search Engine Revolution  Chatbots
Predictive Maintenance Art Generation Question Answering Augmented Reality
Gesture Recognition Storytelling Autonomous Driving
Video Recognition Music Com posSition  Sentiment Analysis Blind Spot Detection
Health Monitoring Fashion Design Machine Translation Adaptive Cruise Control

please briefly explain large language model
in one sentence.

A large language model is a type of artificial
intelligence that can process and generate

human-like language, based on vast

amounts of data it has been trained on.

Driver
Assistance
System

Large
Language
Model

Generative
Al

Hardware

Application

(demand of computation) (supply of computation)




| Media

MIT News

MIT News

ON CAMPUS AND AROUND THE WORLD < SUBSCRIBE v SEARCH NEWS

MIT News

ON CAMPUS AND AROUND THE WORLD %2 SUBSCRIBE + SEARCH NEWS
ON CAMPUS AND AROUND THE WORLD £ SUBSCRIBE v SEARCH NEWS

Tiny machine learning design
alleviates a bottleneck in memory
usage on internet-of-things devices
New technique applied to small computer chips

System brings deep learning to
“internet of things” devices

Advance could enable artificial intelligence on
household appliances while enhancing data security

Learning on the edge

A new technique enables Al models to continually learn
from new data on intelligent edge devices like
smartphones and sensors, reducing energy costs and

and energy efficiency. enables efficient vision and detection algorithms privacy risks.
without internet connectivity. AdamZewe THIT Naws OF

() Watch Video i Al cewe R SIHee v PRESS INQUIRIES
(5) Watch Video October 4, 2022

Daniel Ackerman | MIT News Office
v PRESS INQUIRIES

November 13, 2020 Lauren Hinkel | MIT-IBM Watson Al Lab
December 8,2021

v PRESS INQUIRIES
A machine-learning model on an

intelligent edge device allows it to adapt

MIT researchers have developed a to new data and make better predictions.

system, called MCUNet, that brings
machine learning to microcontrollers.
The advance could enhance the
function and security of devices
connected to the Internet of Things

An MIT team's tinyML vision system
outperforms other models in many
image classification and detection
tasks.

Photo courtesy of the researchers.

For instance, training a model on a smart
keyboard could enable the keyboard to
continually learn from the user’s writing.

Image: Digital collage by Jose-Luis Olivares,
MIT, using stock images and images derived

(loT). from MidJourney Al.
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-
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(Highlighted by MIT Homepage) (Highlighted by MIT Homepage)

MCUNet: Tiny Deep Learning on loT Devices [Lin et al., NeurlPS 2020]
MCUNetV2: Memory-Efficient Patch-based Inference for Tiny Deep Learning [Lin et al., NeurlPS 2021]
On-Device Training Under 256KB Memory [Lin et al., NeurlPS 2022]
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O Product v Team Enterprise Explore v Marketplace Pricing

Open Source

H mit-han-lab /[ mcunet ' public 2\ Notific

<> Code () Issues 6 {9 Pull requests g () ' 1 _DProi 0 i ~

O Product ¥ Team Enterprise Explore v Marketplace Pricing - Search

¥ master ~ ¥ 2 branches © 0 tags

H mit-han-lab [ tinyengine ' public 2\ Notifi

README.md

€% Godla @ — ¥ Pull requests @ P ] m|t-han-|ab/tmy-trammg Public <z Edit Pins ~ & Unwatch 8 ~ % Fork 0 . ¥y Star 65 v

MCUNet: Tiny Deeg

<> Code () Issues 1 {9 Pullrequests () Actions [ Projects [ Wiki (@ Security [~ Insights 3 Settings

o S . ¥ master ~ ¥ 1branch © 0 tags
This is the official implementation of th

= README.md ¥ main ~ ¥ 1branch © 0 tags Go to file Add file ~ <> Code ~ About £3
website | paper | paper (v2) | d¢ On-Device Training Under 256KB
TinyEng ine @ Lyken17 Merge branch 'main' of https://github.com/mit-han... f8dfb50 yesterday 'CL) 4 commits Memory [NeurlPS'22]
™ algorithm prepare open source 2 days ago ¢ tinytraining.mit.edu
This is the official implementation of TinyEngine, i B compilation prepare open source 2 days ago edge-ai  on-device-training
Microcontrollers. TinyEngine is a part of MCUNet, __ . . . ERAING=RnkneaHYe
B figures refine gas_accuracy figure yesterday
co-design framework for tiny deep learning on mi ol —
. [ .gitignore prepare open source 2 days ago
tight memory budgets. oy BT ligense
[ .gitmodules prepare open source 2 days ago & 55 s
The MCUNet and TinyNAS repo is here. el
[ LICENSE prepare open source 2 days ago ® 8 watching
: ¥ 0 forks
MCUNetV1 I MCUNGtVZ I MCUNetV3 [ README.md minor update yesterday
B3 assets prepare open source 2 days ago
&3 configs prepare open source 2 days ago Releases
No releases published
. Create a new release
‘— README.md V4

Sign up here to get updates!
https://forms.gle/UW1uUmnfk1k6UJPPA On-Device Training Under 256KB Memory packages

No packages published
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I New Course: TinyML and Efficient Deep Learning Computing

MIT 6.S965: https://efficientml.ai

6.S965 Logistics Schedule

TinyML and Efficient Deep Learning

6.5965 « Fall 2022 - MIT

Have you found it difficult to deploy neural networks on mobile devices and loT devices? Have you ever found it too
slow to train neural networks? This course is a deep dive into efficient machine learning techniques that enable
powerful deep learning applications on resource-constrained devices. Topics cover efficient inference techniques,
including model compression, pruning, quantization, neural architecture search, and distillation; and efficient training
techniques, including gradient compression and on-device transfer learning; followed by application-specific model
optimization techniques for videos, point cloud, and NLP; and efficient quantum machine learning. Students will get
hands-on experience implementing deep learning applications on microcontrollers, mobile phones, and quantum
machines with an open-ended design project related to mobile Al.

» Time: Tuesday/Thursday 3:30-5:00 pm Eastern Time

» Location: 36-156

» Office Hour: Thursday 5:00-6:00 pm Eastern Time, 38-344 Meeting Room

» Discussion: Piazza

« Homework submission: Canvas

¢ Online lectures: The lectures will be streamed on YouTube.

* Resources: MIT HAN Lab, Github, TinyML, MCUNet, OFA

» Contact: Students should ask all course-related questions on Piazza. For external inquiries, personal matters, or
emergencies, you can email us at 6s965-fall2022-staff@mit.edu.

Instructor Song Han TA Zhijian Liu
Email: songhan@mit.edu e Email: zhijian@mit.edu

b TAYujun Lin
\ 88 Email: yujunlin@mit.edu

Anonymous Student Feedback Collected from Mid-term
This course is a deep dive into efficient machine learning techniques
that enable powerful deep learning applications on resource-
constrained devices.

| really like how structured the labs are, and being able to see actual implementations of the techniques we
learn about.

This is honestly one of the best set up courses I've taken at MIT

| love how we are using microntroller and focusing on application instead of just theories.

| managed the weekly labs and lectures by only watching the course on YouTube. As a researcher, | gained
some valuable knowledge from your course. Excellent slides and teaching and useful labs.

| like the class and | have been able to follow the class easily (which had rarely happened to me in my
previous courses)
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MIT Al Hardware
Program

MIT Microsystems Technology Laboratories (SoE)
MIT Quest for Intelligence — Corporate (SCC)

Co-Leads: Jesus del Alamo and Aude Oliva

Internal Advisory Board Chair: Anantha Chandrakasan



TinyML and Efficient Al
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